
Problèmes de proportionalité énergétique d’Internet:
Quand le plus est l’ennemi du bien

Afnic JCSA

Romain Jacob

Oct. 3, 2024

ETH Zürich 



What do you think consumes more energy?

Data Centers Telco Networks



What do you think consumes more energy?

Data Centers Telco Networks

Point this way Point that way

or



What do you think consumes more energy?

Data Centers Telco Networksor

In 2022 240-340 260-360TWh TWh

https://www.iea.org/energy-system/buildings/data-centres-and-data-transmission-networks

http://www.iea.org/energy-system/buildings/data-centres-and-data-transmission-networks


What do you think consumes more energy?

Data Centers Telco Networksor

In 2022 240-340 260-360

In 2015 200 220

Change of +20-70% +18-64%

TWh

TWh

in energy

TWh

TWh

in energy

https://www.iea.org/energy-system/buildings/data-centres-and-data-transmission-networks

http://www.iea.org/energy-system/buildings/data-centres-and-data-transmission-networks


What do you think consumes more energy?

Data Centers Telco Networksor

In 2022 240-340 260-360

In 2015 200 220

Change of +20-70% +18-64%

+340% +600%

TWh

TWh

in energy

in workload

TWh

TWh

in energy

in traffic

https://www.iea.org/energy-system/buildings/data-centres-and-data-transmission-networks

http://www.iea.org/energy-system/buildings/data-centres-and-data-transmission-networks


Energy efficiency improved a lot

Data Centers Telco Networks
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Energy efficiency improved a lot
but not enough!

Data Centers Telco Networks

Change in energy +20-70% +18-64%in energy in energy

> 0 !
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60% of the world’s 
electricity comes from 

carbon-intensive sources
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With great power comes 
great responsibility” and carbon footprint. 

“

▪ It is easy to keep 
increasing network capacity

▪ It is much harder to keep 
increasing energy efficiency

Producing electricity
emits carbon.

Total electricity usage is
likely to keep increasing.

It doubled in my lifetime.



Internet access is 
still

far from universal.

https://ourworldindata.org/grapher/share-of-individuals-using-the-internet

https://ourworldindata.org/grapher/share-of-individuals-using-the-internet


SIGCOMM 2003

The Internet core consumes 
more Joules per Bytes 
than wireless LANs.



2x and 24x more...

depending on your hypotheses

SIGCOMM 2003

The Internet core consumes 
more Joules per Bytes 
than wireless LANs.
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▪ Peak traffic 

▪ Fault tolerance

ISP overprovision
networks to support

Is that really true?

You may wonder



Let’s have a look at the
Switch LAN network.



What do it think the average link load 
on the Switch LAN network is?

2.1% over 2.5 months of data, internal links only

Average Switch LAN link utilization [%]

The number is even smaller for the SURF network.
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▪ Peak traffic 

▪ Fault tolerance

ISP overprovision
networks to support

Network devices 
are always “on.”

Network devices’ energy consumption 
is mainly independent of traffic load.

Network devices 
are under-utilized. 
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what you get

what you want
There two ways to
improve energy efficiency

▪ Run more often at high utilization

Time-shifting

Buffer-and-Burst”

▪ Take low-utilization power down

“
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The basic idea is to turn off
“stuff” whenever possible.

▪ Ports

▪ Line cards

▪ Entire device...

▪ Memory banks

▪ Power supplies

▪ LEDs ... etc.

It can be more subtle than on/off.

▪ Change a port rate 
from 100G to 10G

▪ Down-clock the ASIC

▪ Cache frequently
used FIB entries

What can we possibly turn off?



The basic idea is to turn off
“stuff” whenever possible. That’s nothing new.

RIPEAcademia NSDI 2008 86



The theory says we can save 
tens of energy % in ISP networks.

Energy Savings (%)Academia NSDI 2008
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Buffer-and-BurstHow?

Assumes
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Buffer-and-BurstHow?Wake-up delay

Assumes

▪ Wake-up delay 1𝑚𝑠

▪ Buffering time 10𝑚𝑠

Measured on
Cisco Nexus 9300

In practice, transcievers are 1000x slower 
to start than required for savings via buffering (today).

(s)



We can still “sleep” 
at longer timescales.

Ultimately, it is very similar
to a traditional TE problem.

Average Switch LAN link utilization [%]
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The hard bit is selecting 
the links to turn off.

Hypnos



Hypnos selects sleeping links 
with four simple heuristics.

▪ Select lowest-utilization links first

▪ Cap the total amount of rerouted traffic

▪ Check for local bottlenecks

▪ Check for global connectivity

Hypnos – Greek god of sleep



Hypnos turns 1/3 of the links off
without inducing congestion.

Number of links turned off [%]

One week sample

Simulation results

Spanning tree!



How much energy 
can we really save?



How much energy 
can we really save?

With Hypnos?



Transciever power numbers
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Simulation predicts 35% savings 
on transceiver power!

35% savings on transceiver power

timesTransciever power numbers

Datasheet values, LR models

Average number of links off, per type

equals

~300 out of 850Wthat is
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How big is the transceiver power 
relative to the total? It depends...

Transciever
Power

Area ~ Power footprint

Router power

Not so big...

It is not clear how much 
power a router draws

In practice

We do not know 
how large the grey box is.

We do not know 
how large the orange box is either...



Link sleeping saves power on the router side too
but it is harder to estimate.

Area ~ Power footprint

Router power

Turning links off reduces power
on the router side as well, 
but we do not know how much.

In practice

Transciever
Power

Link sleeping savings



Quantifying the savings from 
link sleeping needs more work.

1 Power data

to understand better where power goes

We need 

Power models2

to predict the effects of changes 

Testing3
to validate the effectiveness of solutions
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about energy consumption.

▪ Datasheets talk about 
max/“typical” power

▪ Devices are never
under full load



Vendors tell you very little
about energy consumption.

▪ Datasheets talk about 
max/“typical” power

▪ Devices are never
under full load

How much power is 
drawn in practice?



We need to fix power data transparency!

Most PSUs measure the power they deliver.

but

▪ The data format is not standard.

▪ We do not know if the data is trustworthy...

▪ The data is not always available to the user.

Lots of IETF discussions 
about those issues right now



The only way to validate PSU data 
is to measure externally and compare!

Since Jan. 1 2024

Systematic collection of PSU readings 
from production routers via SNMP

Profiling a various routers and switches

Router

Power meter

In parallel

... Still WiP ...



We created a public database
for power data: NetPowerDB

▪ Datasheet information

▪ PSU readings

▪ External measurements

▪ Power models
More on that one in a second

Would you share 
your network’s data?

We work on tools to make it easy 

The database contains 

networkpowerzoo.ethz.ch
Welcome to the 

https://networkpowerzoo.ethz.ch/


Quantifying the savings from 
link sleeping needs more work.

1 Power data

to understand better where power goes

We need 

Power models2

to predict the effects of changes 

Testing3
to validate the effectiveness of solutions



Energy savings are hard to estimate
because we lack good power models.

... so we are building our own ...

Device power  = 

f(device config)

+  Energy per bit * bit rate

+  Energy per packet * packet rate

+ Base power 

+  Static power per port



We have power models now.
We need to validate them!

Academics have limited access

to devices used in the field.

Can we measure yours?

▪ We sent you hardware

▪ You plug it in

Data lands in the
Network Power Zoo 
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Academics have limited access

to devices used in the field.

▪ We sent you hardware

▪ You plug it in

Can we measure yours?

Our measurement units 

are ready to go!

github.com/nsg-ethz/autopower

Check-it out!

Data lands in the
Network Power Zoo 

https://github.com/nsg-ethz/autopower


Quantifying the savings from 
link sleeping needs more work.

1 Power data

to understand better where power goes

We need 

Power models2

to predict the effects of changes 

Testing3
to validate the effectiveness of solutions



Hypnos evaluation is promissing
but has important limitations.

Number of links turned off [%]

▪ No flow-level data

We do not know exactly
where traffic gets rerouted
away from sleeping links.

▪ No “live” data

We only have 5-minute
averages on link loads.

We cannot guarantee that
Hypnos would not have 
created congestion.

The evidence suggests
the risk is very small.



The only way to know if link sleeping works
and how much it saves is to try it out. 

Number of links turned off [%]

Are you interested?



Simple heuristics appear enough 
to implement link sleeping in practice. 

▪ Turn 1/3 links off

On Switch LAN, we can

▪ Avoid congestion

Similar results for the SURF network.



Quantifying the energy savings from 
link sleeping needs more work.

1 Power data

to understand better where power goes

We need 

Power models2

to predict the effects of changes 

Testing3
to validate the effectiveness of solutions



We are also exploring 
other power saving knobs.

Less savings 
than sleeping

IP topology
unchanged!



We are also exploring 
other power saving knobs.

Entire network
unchanged!
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We are looking for practical means
to reduce network’s energy footprint.

▪ Academics

▪ Operators

have ideas

have power

sometimes even good ones!

to pay for every month.

to change things in their network.

Yes, we know what NDAs are.

Let’s work together



jacobr@ethz.ch

Romain Jacob

Hypnos – Greek god of sleep

github.com/nsg-ethz/hypnos

Problèmes de proportionalité énergétique d’Internet:
Quand le plus est l’ennemi du bien

networkpowerzoo.ethz.ch

Z

mailto:jacobr@ethz.ch
https://github.com/nsg-ethz/hypnos
https://networkpowerzoo.ethz.ch/
https://networkpowerzoo.ethz.ch/
https://github.com/nsg-ethz/hypnos




Back up 



Savings remain sizable when enforcing
a 2-connectedness constraint.



Switch Surf


